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#### Abstract

We provide a convenient formulation of the definition of Cartan graphs and Weyl groupoids introduced by Heckenberger and Schneider, and construct Cartan graphs for regular symmetrizable contragredient Lie superalgebras. For $\mathfrak{s l}(m \mid n)$, $\mathfrak{o s p}(2 m+1 \mid 2 n)$ and $\mathfrak{o s p}(2 m \mid 2 n)$ we explicitly describe the Cartan graph in terms of partitions and determine the relations between the generators of their Weyl groupoids.
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## 1. Introduction

Let $\mathfrak{g}$ be a basic classical simple Lie superalgebra and let $\mathfrak{h} \subseteq \mathfrak{g}$ be a Cartan subalgebra. It is well-known that, in contrast to the situation for semisimple Lie algebras, not all Borel subalgebras of $\mathfrak{g}$ containing $\mathfrak{h}$ are conjugate to each other. As a consequence there are several systems of simple roots that are not conjugate under the action of the Weyl group. The number of conjugacy classes is however finite (see e.g. [1, Thm. 3.1.2]), which is equivalent to saying that there are only finitely many Borel subalgebras with fixed even part $\mathfrak{b}_{\overline{0}}$.

In [2] Penkov and Serganova introduced odd reflections to pass between Borel subalgebras with the same even part. Explicitly, they can be described as follows (see e.g. [3,

[^0]$\S 1.4]$ or $[1, \S 3.5])$. Let $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ be the simple roots corresponding to some Borel subalgebra $\mathfrak{b}$ and suppose the simple root $\alpha_{i}$ is odd isotropic. Then the simple roots $\alpha_{j}^{\prime}=r_{i}\left(\alpha_{j}\right)$ for the Borel subalgebra $\mathfrak{b}^{\prime}$ obtained from $\mathfrak{b}$ by odd reflection at $\alpha_{i}$ are
\[

\alpha_{j}^{\prime}=r_{i}\left(\alpha_{j}\right)= $$
\begin{cases}-\alpha_{i} & \text { if } j=i  \tag{1.1}\\ \alpha_{j} & \text { if } j \neq i, \alpha_{j}\left(h_{i}\right)=0 \\ \alpha_{j}+\alpha_{i} & \text { if } j \neq i, \alpha_{j}\left(h_{i}\right) \neq 0\end{cases}
$$
\]

where $h_{i} \in \mathfrak{h}$ is the coroot corresponding to $\alpha_{i}$. More generally, these definitions also work for contragredient Lie superalgebras. In [4] the odd reflections (and certain other maps) are used to construct a Weyl groupoid that acts transitively on the set of Borel subalgebras.

On the other hand, a (seemingly unrelated at first glance) notion of Weyl groupoid was also introduced by Heckenberger and Yamane [5] as an analogue of Weyl groups in the theory of Nichols algebras. Weyl groupoids in this context are constructed from (semi-) Cartan graphs, see [6, §9]. A (semi-)Cartan graph is an undirected graph $\mathcal{G}$ with edges labeled by $\{1, \ldots, n\}$ and a generalized Cartan matrix $A(x)$ (called the Serre matrix) for every vertex $x$, subject to certain conditions. In [5, Ex. 3] examples of Cartan graphs are obtained from finite-dimensional contragredient Lie superalgebras. Furthermore, [6, §11] provides a different combinatorial construction of Cartan graphs for regular contragredient Lie superalgebras, using only the Cartan data. Roughly speaking, the vertices of the Cartan graph are the ordered bases of the roots of $\mathfrak{g}$, the edges correspond to odd reflections, and the Serre matrices define the Serre relations in $\mathfrak{g}$. By results of [5] the Weyl groupoid of a Cartan graph is a Coxeter groupoid, i.e. it is generated by simple reflections $\left(s_{i}\right)_{x}: x \rightarrow r_{i}(x)$ subject only to Coxeter-type relations $\mathrm{id}_{x}\left(s_{i} s_{j}\right)^{m(x)_{i j}} \mathrm{id}_{x}=\mathrm{id}_{x}$ (for any possible composition).

Our first main result is a formulation of the general construction of Cartan graphs and Weyl groupoids from [6] in more convenient graphical language, see Section 2.1. Moreover, in Section 2.2 we generalize the construction of Cartan graphs for finite-dimensional contragredient Lie superalgebras from [5] to regular symmetrizable contragredient Lie superalgebras, and show that this is equivalent to the combinatorial definition from [6]. In particular, this implies that we actually obtained a Cartan graph. In comparison to [6] we put the focus on the Borel subalgebras instead of the Cartan data, which is advantageous from the perspective of Lie theory. This point of view allows us to compare this notion of Weyl groupoid to other constructions in the theory of Lie superalgebras, see Section 2.5. In Proposition 2.15 we show that the automorphism group of an object of the Weyl groupoid $\mathcal{W}$ of a contragredient Lie superalgebra coincides with its Weyl group.

Our second result is an explicit description of the Cartan graphs and Weyl groupoids for the Lie superalgebras $\mathfrak{s l}(m \mid n), \mathfrak{o s p}(2 m+1 \mid 2 n)$ and $\mathfrak{o s p}(2 m \mid 2 n)$. These Weyl groupoids were previously considered in [7]. We provide a detailed, different description in terms of partitions. For this we first recall some standard results about the realizations of $\mathfrak{s l}(m \mid n)$,
$\mathfrak{o s p}(2 m+1 \mid 2 n)$ and $\mathfrak{o s p}(2 m \mid 2 n)$ as contragredient Lie superalgebras, which amounts to classifying all Borel subalgebras up to conjugation. Based on [1, §3] we describe the Borel subalgebras (up to conjugation) in terms of partitions $\lambda$ fitting in an $m \times n$-rectangle. Given such a partition (and an additional sign $\varepsilon \in\{+,-\}$ in the case of $\mathfrak{o s p}(2 m \mid 2 n)$ ) one can easily construct a Borel subalgebra $\mathfrak{b}(\lambda)($ resp. $\mathfrak{b}(\lambda, \varepsilon))$, see Sections 3.1 to 3.3 for details. To determine the Cartan graphs we also need an explicit description of the Cartan data for all Borel subalgebras, which we compute in Appendix A.

An observation crucial to determining the Cartan graphs of the Lie superalgebras $\mathfrak{s l}(m \mid n), \mathfrak{o s p}(2 m+1 \mid 2 n)$ and $\mathfrak{o s p}(2 m \mid 2 n)$ is that the combinatorial description of Borel subalgebras in terms of partitions allows for a convenient description of the odd reflections: an odd reflection corresponds to adding or removing a certain box to (resp. from) $\lambda$, see Section 3.4 for details. This makes it very easy to describe the shape of the Cartan graph in concrete examples, see Proposition 4.1. In Proposition 4.2 we compute the Serre matrices, which are obtained from the Cartan data computed in Section 3. Finally we determine the Coxeter relations in their Weyl groupoids. Somewhat surprisingly, these are as one would expect from the Serre matrices, see Proposition 4.4.
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## 2. Cartan graphs and Weyl groupoids

### 2.1. Definition and generalities

We begin by reformulating the definitions of Cartan graphs and Weyl groupoids from [6, §9]. The notion of Weyl groupoids was first axiomatically introduced in [5].

Let $I$ and $J$ be sets with $|I|<\infty$. By an $(I, J)$-labeled graph we mean an (undirected) graph $\mathcal{G}$ with vertices $X$ and edges $E$ together with maps of sets $A: X \rightarrow J$ and $c: E \rightarrow I$. For an edge $e$ we call $c(e) \in I$ its color. We draw the $i$-colored edges of an $(I, J)$-labeled graph as $x \stackrel{i}{\longleftrightarrow} x^{\prime}$. The set $I$ will usually be left implicit.

For a finite set $I$ let $\mathrm{GCM}_{I}(\mathbb{Z})$ be the set of generalized Cartan matrices with entries indexed by $I$.

Definition 2.1. A semi-Cartan graph is an $\left(I, \mathrm{GCM}_{I}(\mathbb{Z})\right)$-labeled graph such that
(CG1) for every vertex $x \in X$ and every $i \in I$ there is a unique edge $e$ incident to $x$ with $c(e)=i$,
(CG2) and $A(x)_{i j}=A(y)_{i j}$ for every edge $x \stackrel{i}{\longleftrightarrow} y$ and all $j \in I$.

The matrices $A(x)$ are called Serre matrices.

We call the matrices $A(x)$ Serre matrices since in special cases they describe Serre relations, see Remark 2.9.

Note that loops in semi-Cartan graphs are explicitly allowed, and in fact occur very often.

Remark 2.2. By (CG1) we obtain involutions $r_{i}: X \rightarrow X$, sending a vertex $x$ to its neighbor along the unique $i$-colored edge at $x$. This recovers the axioms in [6, Def. 9.1.1].

Let $\mathcal{G}$ be a semi-Cartan graph. To each vertex $x \in X$ we associate a $\mathbb{Z}$-lattice $\mathbb{Z}_{x}^{I}$ with basis $\left\{\alpha_{i}^{x} \mid i \in I\right\}$, and for $i \in I$ we define $\mathbb{Z}$-linear maps $s_{i}=\left(s_{i}\right)_{x}: \mathbb{Z}_{x}^{I} \rightarrow \mathbb{Z}_{r_{i}(x)}^{I}$ by $\left(s_{i}\right)_{x}\left(\alpha_{j}^{x}\right)=\alpha_{j}^{r_{i}(x)}-A(x)_{i j} \alpha_{i}^{r_{i}(x)}$.

Definition 2.3. The Weyl groupoid $\mathcal{W}$ of $\mathcal{G}$ is the groupoid with set of objects $X$ and the morphisms generated by the $\left(s_{i}\right)_{x}: x \rightarrow r_{i}(x)$ for $i \in I, x \in X$. The composition of morphisms is given by the usual composition of $\mathbb{Z}$-linear maps, and two morphisms $x \rightarrow y$ are equal if and only if they agree as $\mathbb{Z}$-linear maps $\mathbb{Z}_{x}^{I} \rightarrow \mathbb{Z}_{y}^{I}$.

Observe that from (CG2) we get $\left(s_{i}\right)_{r_{i}(x)}\left(s_{i}\right)_{x}=\operatorname{id}_{x}$ for all $i \in I$ and $x \in X$, and thus $\mathcal{W}$ is indeed a groupoid.

Remark 2.4. Usually one thinks of the lattices $\mathbb{Z}_{x}^{I}$ as lying inside a fixed ambient $\mathbb{C}$-vector space of dimension $|I|$. Obviously the lattices $\mathbb{Z}_{x}^{I}$ are isomorphic as abstract lattices, but they are usually rather different (and in particular depend on the vertex $x$ ) as sublattices of the ambient vector space. To emphasize this we will always keep track of the vertex $x$ for the lattice $\mathbb{Z}_{x}^{I}$ and its basis vectors $\alpha_{i}^{x}$.

Definition 2.5. Let $\mathcal{G}$ be a semi-Cartan graph and $\mathcal{W}$ its Weyl groupoid, and define the following sets of roots at vertex $x \in X$ :

- The real roots are

$$
\Delta_{x}^{\text {real }}=\left\{w\left(\alpha_{i}^{y}\right) \mid y \in X, w \in \mathcal{W}(y, x), i \in I\right\} \subseteq \mathbb{Z}_{x}^{I}
$$

- the positive (resp. negative) real roots are $\Delta_{x}^{ \pm \text {,real }}=\Delta_{x}^{\text {real }} \cap \pm \sum_{i \in I} \mathbb{N}_{0} \alpha_{i}^{x}$.

Definition 2.6. A semi-Cartan graph $\mathcal{G}$ is a Cartan graph if

$$
\begin{equation*}
\Delta_{x}^{\text {real }}=\Delta_{x}^{+, \text {real }} \cup \Delta_{x}^{-, \text {real }} \text { for all } x \in X \tag{CG3}
\end{equation*}
$$

(CG4) and for all $x \in X$ and $i, j \in I$ we have

$$
\left(r_{i} r_{j}\right)^{m(x)_{i j}}(x)=x
$$

where $m(x)_{i j}=\left|\Delta_{x}^{\text {real }} \cap\left(\mathbb{N}_{0} \alpha_{i}^{x}+\mathbb{N}_{0} \alpha_{j}^{x}\right)\right|$.

### 2.2. Cartan graphs for contragredient Lie superalgebras

Now we construct a generalized Cartan graph from a contragredient Lie superalgebra. We begin by recalling the construction of contragredient Lie superalgebras from [1, §5]. A Cartan datum is a pair $(B, \tau)$ consisting of a matrix $B \in \mathbb{C}^{n \times n}$ and a parity vector $\tau \in(\mathbb{Z} / 2 \mathbb{Z})^{n}$ for some $n \in \mathbb{N}$. We further fix a minimal realization of $B$, i.e. we choose a vector space $\mathfrak{h}$ of dimension $2 n-\operatorname{rk}(B)$ with linearly independent roots $\alpha_{i} \in \mathfrak{h}^{*}$ and coroots $h_{i} \in \mathfrak{h}$ for $1 \leq i \leq n$ such that $\alpha_{j}\left(h_{i}\right)=a_{i j}$. This data can be used to construct a Lie superalgebra $\tilde{\mathfrak{g}}(B, \tau)$ with Chevalley generators $e_{i}$ and $f_{i}$ (of parity $\tau_{i}$ ) subject to the following relations which are analogous to the defining relations of Kac-Moody Lie algebras:

$$
\begin{gathered}
{\left[h, h^{\prime}\right]=0 \quad \text { for all } h, h^{\prime} \in \mathfrak{h},} \\
{\left[h, e_{i}\right]=\alpha_{i}(h) e_{i} \quad \text { for all } h \in \mathfrak{h},} \\
{\left[h, f_{i}\right]=-\alpha_{i}(h) f_{i} \quad \text { for all } h \in \mathfrak{h},} \\
{\left[e_{i}, f_{j}\right]=\delta_{i, j} h_{i} .}
\end{gathered}
$$

As usual, we call $\mathfrak{h}$ the Cartan subalgebra. Note that $\mathfrak{h}$ is concentrated in even degree, and is abelian. Let $\mathfrak{g}(B, \tau)=\tilde{\mathfrak{g}}(B, \tau) / \mathfrak{r}$, where $\mathfrak{r}$ is the maximal ideal of $\tilde{\mathfrak{g}}$ intersecting $\mathfrak{h}$ trivially. From the construction of $\mathfrak{g}(B, \tau)$ it is clear that rescaling the rows of $B$ by non-zero scalars results in isomorphic Lie superalgebras.

In the following we will restrict ourselves to regular symmetrizable Cartan data in the sense of [8, Def. 4.8] (up to rescaling of rows). A Cartan datum $(B, \tau)$ (with the same notation as in Section 3) is called symmetrizable if the matrix $B$ is symmetrizable. We call $(B, \tau)$ regular if

- $B$ has no zero rows and is indecomposable (i.e. does not split into blocks $B=$ $\left(\begin{array}{cc}B_{1} & 0 \\ 0 & B_{2}\end{array}\right)$ ),
- $b_{i j}=0$ if and only if $b_{j i}=0$,
- if $\tau_{i}=\overline{0}$ then $b_{i i} \neq 0$ and $\frac{2 b_{i j}}{b_{i i}} \in \mathbb{Z}_{\leq 0}$ for all $j$, and
- if $\tau_{i}=\overline{1}$ and $b_{i i} \neq 0$, then $\frac{2 b_{i j}}{b_{i i}} \in 2 \mathbb{Z}_{\leq 0}$ for all $j$.

Regularity of $(B, \tau)$ implies that $\operatorname{ad}_{e_{i}}: \mathfrak{g}(B, \tau) \rightarrow \mathfrak{g}(B, \tau)$ is locally nilpotent for all $i$, see [4, §2].

We call the Lie superalgebra $\mathfrak{g}(B, \tau)$ regular if any Cartan datum $\left(B^{\prime}, \tau^{\prime}\right)$ with $\mathfrak{g}\left(B^{\prime}, \tau^{\prime}\right) \cong \mathfrak{g}(B, \tau)$ is regular. In particular $\mathfrak{s l}(m \mid n), \mathfrak{o s p}(2 m+1 \mid 2 n)$ and $\mathfrak{o s p}(2 m \mid 2 n)$ are regular, which follows from the computation of all possible Cartan data (up to rescaling of rows) in Appendix A.

The following definition is [6, Def. 11.2.4]. It simplifies slightly since we have restricted ourselves to regular Cartan data.

Definition 2.7. For a regular Cartan datum $(B, \tau)$, the Serre matrix $A^{B, \tau}$ is the $n \times n$ matrix with entries

$$
a_{i j}^{B, \tau}= \begin{cases}2 & \text { if } i=j, \\ 0 & \text { if } i \neq j, b_{i j}=0 \\ -1 & \text { if } i \neq j, b_{i j} \neq 0, b_{i i}=0 \\ \frac{2 b_{i j}}{b_{i i}} & \text { if } i \neq j, b_{i j} \neq 0, b_{i i} \neq 0 .\end{cases}
$$

Observe that due to regularity of $(B, \tau)$ the Serre matrix $A^{B, \tau}$ is a generalized Cartan matrix. Also note that in particular $A^{B, \tau}$ is invariant under multiplication of rows of $B$ by non-zero scalars.

Remark 2.8. The definition of $A^{B, \tau}$ can be seen as a normalization of $B$, bringing it as close as possible to the form of a generalized Cartan matrix. The rows with nonzero diagonal entries are rescaled so that the diagonal entries become 2, while for odd isotropic roots (those with $b_{i i}=0$ ) we replace all non-zero off-diagonal entries by -1 . In particular if $B$ is a generalized Cartan matrix, then $A^{B, \tau}=B$.

Remark 2.9. We call the matrix $A^{B, \tau}$ a Serre matrix since it is used to formulate Serre relations for the contragredient Lie superalgebra $\mathfrak{g}(B, \tau)$. Explicitly we have

$$
\left(\operatorname{ad} e_{i}\right)^{1-a_{i j}}\left(e_{j}\right)=0,
$$

see for instance [1, Lem. 5.2.13].
For the rest of the section fix a regular symmetrizable contragredient Lie superalgebra $\mathfrak{g}=\mathfrak{g}(B, \tau)$ with $B \in \mathbb{C}^{n \times n}$ and let $I=\{1, \ldots, n\}$.

As a direct consequence of the construction, $\mathfrak{g}$ admits a root space decomposition $\mathfrak{g}=\mathfrak{h} \oplus \bigoplus_{\alpha \in \mathfrak{h}^{*}} \mathfrak{g}_{\alpha}$. An ordered root base of $\mathfrak{g}$ (simply called base in [4, §3]) is a sequence $\Pi^{\prime}=\left(\beta_{1}, \ldots, \beta_{n}\right)$ of linearly independent roots such that there are $e_{i}^{\prime} \in \mathfrak{g}_{\beta_{i}}, f_{i}^{\prime} \in \mathfrak{g}_{-\beta_{i}}$ that together with $\mathfrak{h}$ generate $\mathfrak{g}$ and satisfy $\left[e_{i}^{\prime}, f_{j}^{\prime}\right]=0$ for $i \neq j$. The $\beta_{i}$ are called simple roots, and every root can be written as a $\mathbb{Z}$-linear combination of the simple roots such that all the coefficients are either non-negative or non-positive.

A choice of Chevalley generators $e_{i}^{\prime}, f_{i}^{\prime}$ for an ordered root base determines a Cartan datum $\left(B^{\prime}, \tau^{\prime}\right)$ by $\tau_{i}^{\prime}=\left|e_{i}^{\prime}\right|$ and $b_{i j}^{\prime}=\beta_{j}\left(h_{i}^{\prime}\right)$ with $h_{i}^{\prime}=\left[e_{i}^{\prime}, f_{i}^{\prime}\right] \in \mathfrak{h}$. Observe that the
rank of $B$ and $B^{\prime}$ coincide and thus this gives rise to an isomorphism $\mathfrak{g} \cong \mathfrak{g}\left(B^{\prime}, \tau^{\prime}\right)$. Note that the $e_{i}^{\prime}$ and $f_{i}^{\prime}$ are unique up to scalar, so the Cartan datum $\left(B^{\prime}, \tau^{\prime}\right)$ is unique up to rescaling of the rows of $B^{\prime}$.

Let $X$ be a labeling set for the ordered root bases of $\mathfrak{g}$. For each $x \in X$ fix Chevalley generators corresponding to the simple roots in $\Pi(x)$ and let $(B(x), \tau(x))$ be the Cartan datum obtained from these.

Definition 2.10. The Cartan graph $\mathcal{G}_{\mathfrak{g}}$ of $\mathfrak{g}$ is the $\left(I, \operatorname{GCM}_{I}(\mathbb{Z})\right)$-labeled graph consisting of

- the set of vertices $X$,
- edges according to the rules:
- For each odd isotropic root $\alpha_{i}^{x} \in \Pi(x)$ and $\Pi\left(x^{\prime}\right)$ obtained from $\Pi(x)$ by an odd reflection at $\alpha_{i}^{x}$ (as defined in (1.1)), there is an edge $x \stackrel{i}{\longleftrightarrow} x^{\prime}$ of color $i \in I$.
- For each root $\alpha_{i}^{x} \in \Pi(x)$ that is not odd isotropic there is an edge $x \stackrel{i}{\longleftrightarrow} x$ of color $i \in I$.
- the Serre matrices $A(x)=A^{B(x), \tau(x)}$.

The Weyl groupoid of $\mathfrak{g}$ is the Weyl groupoid of $\mathcal{G}_{\mathfrak{g}}$.

Remark 2.11. A priori the Cartan graph depends on the choice of Chevalley generators. However, as mentioned above, these are unique up to scalar. Rescaling the Chevalley generators corresponds to rescaling the rows of $B(x)$, and this does not affect the Serre matrix $A^{B(x), \tau(x)}$. Thus $\mathcal{G}_{\mathfrak{g}}$ is well-defined.

It is not obvious that $\mathcal{G}_{\mathfrak{g}}$ is indeed a Cartan graph (or even a semi-Cartan graph) as the name suggests, this will be checked in Corollary 2.14 below. For this we first have to show that the above definition of $\mathcal{G}$ is equivalent to the construction from [6, Def. 11.2.6]. The idea to associate a Weyl groupoid to a contragredient Lie superalgebra in this way goes back to [5, Ex. 3].

Remark 2.12. For the Cartan graph $\mathcal{G}_{\mathfrak{g}}$ the basis vectors $\alpha_{i}^{x}$ from Definition 2.3 can be identified with the simple roots in the ordered root base $\Pi(x) \subseteq \mathfrak{h}^{*}$, and in general many of these coincide when viewed as elements of $\mathfrak{h}^{*}$. However, the simple roots in different ordered root bases should always be distinguished. In terms of the Cartan graph, this corresponds to distinguishing the simple roots at different vertices as explained in Remark 2.4.

To see that $\mathcal{G}_{\mathfrak{g}}$ is indeed the same object as the one constructed in [6] we need to determine the effect of odd reflections on a symmetric Cartan datum. Similar formulas (without the symmetry assumption) can also be found in [9, §2.2.4] and [8, §4] (for further context see also [7]).

Proposition 2.13. Let $\Pi$ be an ordered root basis of $\mathfrak{g}$ and $\alpha_{i} \in \Pi$ odd isotropic. Let $\Pi^{\prime}$ be obtained from $\Pi$ by odd reflection at $\alpha_{i}$. Suppose there are Chevalley generators for $\Pi$ such that in the resulting Cartan datum $(B, \tau)$ the matrix $B$ is symmetric. Then there is a choice of Chevalley generators for $\Pi^{\prime}$ such that corresponding Cartan datum $\left(B^{\prime}, \tau^{\prime}\right)$ is given by

$$
b_{j k}^{\prime}=\left\{\begin{array}{ll}
-b_{j k} & \text { if } j=i \text { or } k=i, \\
b_{j k} & \text { if } j, k \neq i, b_{j i} b_{i k}=0, \\
b_{j k}+b_{i k}+b_{j i} & \text { if } j, k \neq i, b_{j i} b_{i k} \neq 0,
\end{array} \quad \tau_{j}^{\prime}= \begin{cases}\tau_{j} & \text { if } b_{i j}=0 \\
\tau_{j}+\overline{1} & \text { if } b_{i j} \neq 0\end{cases}\right.
$$

In particular any Cartan datum obtained from a symmetrizable Cartan datum under odd reflections is symmetrizable.

Proof. Recall from (1.1) that the simple roots in $\Pi^{\prime}$ are

$$
\left\{-\alpha_{i}\right\} \cup\left\{\alpha_{j} \mid j \neq i, b_{i j}=0\right\} \cup\left\{\alpha_{j}+\alpha_{i} \mid j \neq i, b_{i j} \neq 0\right\}
$$

One possible choice for the corresponding Chevalley generators is

$$
e_{j}^{\prime}=\left\{\begin{array}{ll}
f_{i} & \text { if } j=i, \\
e_{j} & \text { if } j \neq i, b_{i j}=0, \\
{\left[e_{i}, e_{j}\right]} & \text { if } j \neq i, b_{i j} \neq 0,
\end{array} \quad f_{j}^{\prime}= \begin{cases}-e_{i} & \text { if } j=i, \\
f_{j} & \text { if } j \neq i, b_{i j}=0 \\
\frac{1}{b_{i j}}(-1)^{\tau_{j}}\left[f_{i}, f_{j}\right] & \text { if } j \neq i, b_{i j} \neq 0\end{cases}\right.
$$

Observe that this choice of root vectors is unique up to scalar since the root spaces for simple roots and sums of two simple roots are 1-dimensional, and therefore any other choice of root vectors results in a rescaling of the matrix $B^{\prime}$. Our choice of scaling ensures that $B^{\prime}$ will be symmetric.

From the root vectors we compute (using in particular that $e_{i}$ and $f_{i}$ are odd, and that $B$ is symmetric)

$$
h_{j}^{\prime}=\left[e_{j}^{\prime}, f_{j}^{\prime}\right]= \begin{cases}-h_{i} & \text { if } j=i \\ h_{j} & \text { if } j \neq i, b_{i j}=0 \\ h_{i}+h_{j} & \text { if } j \neq i, b_{i j} \neq 0\end{cases}
$$

and this implies

$$
b_{j k}^{\prime}= \begin{cases}-b_{j k} & \text { if } j=i \text { or } k=i \\ b_{j k} & \text { if } j, k \neq i, b_{j i} b_{i k}=0 \\ b_{j k}+b_{i k}+b_{j i} & \text { if } j, k \neq i, b_{j i} b_{i k} \neq 0\end{cases}
$$

as claimed. Finally, $\tau_{j}^{\prime}=\left|e_{j}^{\prime}\right|=\left|e_{j}\right|=\tau_{j}$ unless $b_{i j} \neq 0$, in which case $\tau_{j}^{\prime}=\left|e_{j}^{\prime}\right|=$ $\left|e_{j}\right|+\left|e_{i}\right|=\left|e_{j}\right|+\overline{1}=\tau_{j}+\overline{1}$.

Corollary 2.14. Let $(B, \tau)$ be a regular symmetrizable Cartan datum, $\mathfrak{g}=\mathfrak{g}(B, \tau)$, and $\tilde{B}$ a symmetrization of $B$. Then $\mathcal{G}_{\mathfrak{g}}$ is precisely the object constructed from $(\tilde{B}, \tau)$ in [6, Def. 11.2.6]. In particular $\mathcal{G}_{\mathfrak{g}}$ is a Cartan graph.

Proof. In [6], the Weyl groupoid is defined using the Lie superalgebra $\mathfrak{g}^{\prime}(B, \tau) \subseteq \mathfrak{g}(B, \tau)$ generated by the $e_{i}$ and $f_{i}$. The only difference is that the Cartan subalgebra of $\mathfrak{g}^{\prime}(B, \tau)$ is just spanned by the $h_{i}$, and therefore this does not affect the construction of the Weyl groupoid.

The definitions then agree by the observation that the Serre matrix is invariant under rescaling of rows of the matrix $B$, and that the effect of odd reflections on a symmetric Cartan datum determined in Proposition 2.13 agrees with the formulas from [6, Lem. 11.2.7]. That $\mathcal{G}_{\mathfrak{g}}$ is a Cartan graph is then [6, Thm. 11.2.10].

### 2.3. Automorphisms

We would like to compare the automorphism group of an object of the Weyl groupoid $\mathcal{W}$ of a contragredient Lie superalgebra $\mathfrak{g}$ with its Weyl group.

In [9] the Weyl group of a connected component of $\mathcal{W}$ is introduced. It follows from the observations in Section 2.5 that the roots in a connected component of the Cartan graph $\mathcal{G}_{\mathfrak{g}}$ coincide with the real roots in a connected component of the spine of the root groupoid, as defined in [9, Def. 4.1.2]. By [9, Prop. 4.3.12] the Weyl group of a connected component of $\mathcal{W}$ is generated by the reflections at non-isotropic roots that appear as simple roots in some ordered root base in this connected component.

In $[4, \S 4]$ the Weyl group of $\mathfrak{g}$ is defined as the subgroup of GL $\left(\mathfrak{h}^{*}\right)$ generated by all reflections at all principal even roots of $\mathfrak{g}$, where an even root $\alpha$ is principal if either $\alpha$ or $\frac{1}{2} \alpha$ appears as a simple root for $\mathfrak{g}$ in some ordered root base. Note that this definition does not depend on the connected component of $\mathcal{G}_{\mathfrak{g}}$.

Proposition 2.15. Let $\mathfrak{g}$ be a contragredient Lie superalgebra and $\mathcal{W}$ its Weyl groupoid. For any object $x \in \mathcal{W}$ the group $\operatorname{Aut}_{\mathcal{W}}(x)$ is isomorphic to the Weyl group $W_{x}$ of the connected component containing $x$.

In particular if for every even root $\alpha$ either $\alpha$ or $\frac{1}{2} \alpha$ appears in an ordered root base in this connected component, then $\mathrm{Aut}_{\mathcal{W}}(\mathfrak{b})$ is isomorphic to the Weyl group of $\mathfrak{g}$.

Proof. By definition the Weyl group $W_{x}$ is a subgroup of GL $\left(\mathfrak{h}^{*}\right)$. On the other hand, by identifying the $\mathbb{Z}$-lattices in the definition of $\mathcal{W}$ with the $\mathbb{Z}$-lattice in $\mathfrak{h}^{*}$ spanned by the roots as in Remark 2.12 we can also see $\operatorname{Aut}_{\mathcal{W}}(x)$ as a subgroup of GL( $\left.\mathfrak{h}^{*}\right)$. We claim that the respective generators of these groups act by the same reflections on $\mathfrak{h}^{*}$.

For $x^{\prime} \in \mathcal{W}$ and an odd isotropic simple root $\alpha_{i}^{x^{\prime}} \in \Pi\left(x^{\prime}\right)$ let $r_{i}\left(\Pi\left(x^{\prime}\right)\right)$ the ordered root base obtained from $\Pi\left(x^{\prime}\right)$ by odd reflection at $\alpha_{i}^{x^{\prime}}$. By construction the corresponding generator $\left(s_{i}\right)_{x^{\prime}}$ of $\mathcal{W}$ only does an explicit base change between the bases of $\mathfrak{h}^{*}$ given by the simple roots $\Pi\left(x^{\prime}\right)$ and $r_{i}\left(\Pi\left(x^{\prime}\right)\right)$, and hence acts as the identity map on $\mathfrak{h}^{*}$.

But this means that $\operatorname{Aut}_{\mathcal{W}}(x)$ is generated by the reflections at all non-isotropic roots that appear as a simple root in some ordered root base. As the formulas defining the reflections are the same in both cases (see Definition 2.3 and [4, §4], [9, Eq. (7)]) we see that $\operatorname{Aut}_{\mathcal{W}}(x) \subseteq W_{x}$.

The converse inclusion is clear by definition of $W_{x}$.

Remark 2.16. From Proposition 2.15 it follows that the real roots of $\mathcal{W}$ in the sense of Definition 2.5 are the same as the real roots of $\mathfrak{g}$.

### 2.4. Components of the Cartan graph

In general, the Cartan graph of a contragredient Lie superalgebra will have many connected components, see Remark 2.17 below. However in some cases it is enough to consider only one of these.

Remark 2.17. An ordered root base $\Pi^{\prime}$ of $\mathfrak{g}$ determines a decomposition $\mathfrak{g}=\mathfrak{n}^{\prime-} \oplus \mathfrak{h} \oplus \mathfrak{n}^{\prime+}$ into a positive and negative part with respect to its simple roots. By slight abuse of language we call $\mathfrak{b}^{\prime}=\mathfrak{h} \oplus \mathfrak{n}^{\prime+}$ a Borel subalgebra of $\mathfrak{g}$.

Since odd reflections do not change the even part of a Borel subalgebra, the Cartan graph of a contragredient Lie superalgebra splits into several components without edges between them. If the Borel subalgebras with the same even part represent all conjugacy classes of Borel subalgebras, then these components all look the same and we restrict our attention to one of these components. This is for instance the case for $\mathfrak{s l}(m \mid n)$, $\mathfrak{o s p}(2 m+1 \mid 2 n)$ and $\mathfrak{o s p}(2 m \mid 2 n)$, see e.g. [1, §3.1].

Remark 2.18. From [6, Thm. 9.3.5] it follows that it is possible to order the simple roots consistently under odd reflections in the sense that for an ordered root base $\Pi=$ $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ and a non-trivial reordering $\Pi^{\prime}$ of $\Pi$ it is impossible to obtain $\Pi^{\prime}$ from $\Pi$ by odd reflections. Therefore the Cartan graph $\mathcal{G}_{\mathfrak{g}}$ decomposes into $n$ ! identical (up to renumbering of edges) components without edges between them. However, this uses that $\mathcal{G}_{\mathfrak{g}}$ is a Cartan graph, and therefore we cannot choose a consistent ordering of the simple roots a priori. As far as we know, a consistent ordering of the simple roots cannot be found purely in terms of root combinatorics of Lie superalgebras, although its existence is a purely Lie-theoretical question.

### 2.5. Relation to other notions of Weyl groupoids

There are several constructions called Weyl groupoid in the literature. Our definition of the Weyl groupoid $\mathcal{W}$ generalizes the construction from [5]. The relation to the other notions is as follows.

In [4] Serganova introduced another notion of Weyl groupoid $\mathcal{C}$ whose objects are Cartan data $(B, \tau)$ and whose morphisms are isomorphisms $\mathfrak{g}(B, \tau) \rightarrow \mathfrak{g}\left(B^{\prime}, \tau^{\prime}\right)$ of the as-
sociated contragredient Lie superalgebras that preserve the Cartan subalgebra. In virtue of [4, Thm. 4.14] this compares to $\mathcal{W}$ as follows.

Comparison 1. The Weyl groupoid $\mathcal{W}$ is the subgroupoid of the component of $\mathcal{C}$ containing $\mathfrak{g}(B, \tau)$, obtained by forgetting all morphisms corresponding to rescaling rows of the matrices $B$.

One could say that this is a restriction to the essentially important information as rescaling rows only amounts to different choices of Chevalley generators.

In a recent preprint [9], Gorelik, Hinich and Serganova constructed a different version of a Weyl groupoid called root groupoid. For a fixed finite set $X$, their objects are quadruples $(\mathfrak{h}, a, b, p)$ where $\mathfrak{h}$ denotes a Cartan subalgebra, $a: X \rightarrow \mathfrak{h}$ a map with image a set of linearly independent coroots, $b: X \rightarrow \mathfrak{h}^{*}$ a map with image a set of linearly independent roots and $p$ the corresponding parities. The root groupoid is generated by the following three types of morphisms:

- $(\mathfrak{h}, a, b, p) \rightarrow\left(\mathfrak{h}^{\prime}, \theta \circ a, \theta^{-1} \circ b, p\right)$ for any isomorphism $\mathfrak{h} \xrightarrow{\cong} \mathfrak{h}^{\prime}$,
- $(\mathfrak{h}, a, b, p) \rightarrow\left(\mathfrak{h}, a^{\prime}, b, p\right)$, where $a^{\prime}(x)=\lambda(x) a(x)$ for some $\lambda: X \rightarrow \mathbb{C}^{*}$,
- even and odd reflections.

In $[9, \S 4.2 .5]$ the skeleton of the root groupoid is defined as the subgroupoid generated by the even and odd reflections. Furthermore, the spine of the root groupoid is defined as the subgroupoid generated by odd reflections only, see [9, §4.2.8].

Given a regular symmetrizable Cartan datum $(B, \tau)$ of rank $n$, we can choose a minimal realization of $\mathfrak{h}$, i.e. a vector space $\mathfrak{h}$ together with linearly independent coroots $a_{1}, \ldots a_{n}$ and linearly independent roots $b_{1}, \ldots, b_{n}$ such that the natural pairing satisfies $\left\langle a_{i}, b_{j}\right\rangle=B_{i j}$. Thus we obtain a quadruple $v=(\mathfrak{h}, a, b, \tau)$. The connected component of this quadruple in the root groupoid is an admissible, fully reflectable component in the sense of [9, Def. 3.2.3, §3.4.1].

Comparison 2. The connected component of $v$ in the skeleton of the root groupoid is the simply connected cover of $\mathcal{W}$ in the sense of [6, Def. 9.1.10 and 10.1.1].

Comparison 3. The subgroupoid $\mathcal{W}^{\prime}$ of $\mathcal{W}$ generated by all isotropic reflections is isomorphic to the connected component of $v$ in the spine of the root groupoid.

Yet another notion of Weyl groupoids was suggested by Sergeev and Veselov in [10]. However as they remark this construction is completely unrelated to the notion of Weyl groupoid we work with.

## 3. Borel subalgebras of $\mathfrak{s l}(m \mid n), \mathfrak{o s p}(2 m+1 \mid 2 n)$ and $\mathfrak{o s p}(2 m \mid 2 n)$

To give a detailed description of the Weyl groupoids of $\mathfrak{s l}(m \mid n), \mathfrak{o s p}(2 m+1 \mid 2 n)$ and $\mathfrak{o s p}(2 m \mid 2 n)$ we first need some preparation. Recall that the Lie superalgebra $\mathfrak{s l}(m \mid n)$ is given in matrices by

$$
\left(\begin{array}{c|c}
A & B \\
\hline C & D
\end{array}\right)
$$

such that $\operatorname{tr}(A)-\operatorname{tr}(D)=0$ together with the usual supercommutator $[x, y]=x \circ y-$ $(-1)^{|x||y|} y \circ x$.

The orthosymplectic Lie superalgebra $\mathfrak{o s p}(2 m+1 \mid 2 n)$ is explicitly given by all matrices of the form

$$
\left(\begin{array}{ccc|cc}
0 & -u^{t} & -v^{t} & x & x_{1}  \tag{3.1}\\
v & a & b & y & y_{1} \\
u & c & -a^{t} & z & z_{1} \\
\hline-x_{1}^{t} & -z_{1}^{t} & -y_{1}^{t} & d & e \\
x^{t} & z^{t} & y^{t} & f & -d^{t}
\end{array}\right)
$$

where $a$ is any $(m \times m)$-matrix; $b$ and $c$ are skew-symmetric $(m \times m)$-matrices; $d$ is any $(n \times n)$-matrix; $e$ and $f$ are symmetric $(n \times n)$-matrices; $u$ and $v$ are $(m \times 1)$-matrices; $y, y_{1}, z$ and $z_{1}$ are $(m \times n)$-matrices; and $x$ as well as $x_{1}$ are $(1 \times n)$-matrices. The Lie superalgebra $\mathfrak{o s p}(2 m \mid 2 n)$ is given by the same matrices, except that we have to delete the first row and column. We label the rows and columns by $0,1, \ldots, m,-1, \ldots,-m$, $(m+1), \ldots,(m+n),-(m+1), \ldots,-(m+n)$ in this order (leaving out 0 for $\mathfrak{o s p}(2 m \mid 2 n))$.

To determine the Weyl groupoids of $\mathfrak{s l}(m \mid n)$, $\mathfrak{o s p}(2 m+1 \mid 2 n)$ and $\mathfrak{o s p}(2 m \mid 2 n)$ we require an explicit description of all the possible realizations as contragredient Lie superalgebras. Hence we need to determine all their ordered root bases, which mostly amounts to determining their Borel subalgebras, and the corresponding Cartan data. These results are standard and are essentially already contained in [11, §2.5.5], though the formulation there is less convenient and not explicit enough for our purposes.

For $\mathfrak{s l}(n \mid n)$ there is a minor extra difficulty as the simple roots are not linearly independent, and the construction of the contragredient Lie superalgebra from the Cartan data computed from $\mathfrak{s l}(n \mid n)$ yields $\mathfrak{g l}(n \mid n)$ rather than $\mathfrak{s l}(n \mid n)$. Nevertheless we will use $\mathfrak{s l}(n \mid n)$ in all computations below, as all statements about Borel subalgebras and simple roots carry over to $\mathfrak{g l}(n \mid n)$.

Let $\mathfrak{g}$ be either $\mathfrak{s l}(m \mid n), \mathfrak{o s p}(2 m+1 \mid 2 n)$ or $\mathfrak{o s p}(2 m \mid 2 n)$. Recall (see e.g. [1, §3.1]) that for a fixed Borel subalgebra $\mathfrak{b}_{\overline{0}} \subseteq \mathfrak{g}_{0}$ there are only finitely many Borel subalgebras $\mathfrak{b} \subseteq \mathfrak{g}$ with even part $\mathfrak{b}_{\overline{0}}$. Moreover these Borel subalgebras can be relatively easily described in terms of partitions fitting in an $m \times n$-rectangle, see e.g. [1, Proposition 3.3.8]: For $\mathfrak{s l}(m \mid n)$ and $\mathfrak{o s p}(2 m+1 \mid 2 n)$ the Borel subalgebras with fixed even part are in bijection
with the set of partitions $\lambda$ fitting in an $m \times n$-rectangle. For $\mathfrak{o s p}(2 m \mid 2 n)$ each partition $\lambda$ fitting in an $m \times n$-rectangle determines two Borel subalgebras $\mathfrak{b}(\lambda,+)$ and $\mathfrak{b}(\lambda,-)$, which coincide if and only if $\lambda_{1}=n$.

In Sections 3.1 to 3.3 below we provide a detailed description of the Borel subalgebras of $\mathfrak{s l}(m \mid n), \mathfrak{o s p}(2 m+1 \mid 2 n)$ and $\mathfrak{o s p}(2 m \mid 2 n)$, based on the description in [1, §3.3-3.4]. We compute the corresponding Cartan data in Appendix A. For this it is more convenient to work with permutations instead of partitions, and therefore we will frequently use Lemma A. 1 to pass between these.

### 3.1. Borel subalgebras for $\mathfrak{s l}(m \mid n)$

For the Lie superalgebra $\mathfrak{s l}(m \mid n)$ we fix the $m+n-1$-dimensional Cartan subalgebra $\mathfrak{h}$ given by all the diagonal matrices, and we are interested in Borel subalgebras with even part $\mathfrak{b}_{\overline{0}}$ given by the standard even Borel subalgebra of upper triangular matrices. As usual, we let $\varepsilon_{i} \in \mathfrak{h}^{*}(1 \leq i \leq m+n)$ denote the projection to the $i$-th diagonal entry.

Given a partition $\lambda \in \mathcal{P}_{m \times n}$ we can construct the odd part of a Borel subalgebra $\mathfrak{b}(\lambda)$ with even part $\mathfrak{b}_{\overline{0}}$ as follows: Draw $\lambda$ in an $m \times n$-rectangle as in (A.1), which we identify with the top right $m \times n$-block. The entries corresponding to the boxes of $\lambda$ are required to be 0 , while the other entries in the top right block can be arbitrary. Similarly drawing the transpose of the complement of $\lambda$ (taken in the $m \times n$-rectangle) into the lower right $n \times m$-block determines the zeros and arbitrary entries there. For instance the "standard" Borel subalgebra of upper triangular matrices corresponds to $\lambda=\emptyset$, and for another concrete example see Example 3.1 below. By [1, Prop. 3.3.8] the $\mathfrak{b}(\lambda)$ 's are all the Borel subalgebras of $\mathfrak{s l}(m \mid n)$ with even part $\mathfrak{b}_{\overline{0}}$.

Example 3.1. Let $m=3, n=4$ and $\lambda=(4,2,1)$. Then the corresponding Borel subalgebra of $\mathfrak{s l}(3 \mid 4)$ is given by

$$
\mathfrak{b}(\lambda)=\left(\begin{array}{ccc|c|ccc}
* & * & * & 0 & * & * & *  \tag{3.2}\\
0 & * & * & 0 & 0 & * & * \\
0 & 0 & * & 0 & 0 & 0 & 0 \\
\hline \hline * & * & * & * & * & * & * \\
0 & * & * & 0 & * & * & * \\
0 & 0 & * & 0 & 0 & * & * \\
0 & 0 & * & 0 & 0 & 0 & *
\end{array}\right)
$$

Using Lemma A. 1 to pass between shuffles and partitions, we can explicitly describe the ordered root bases and Cartan data for the Borel subalgebras of $\mathfrak{s l}(m \mid n)$, see Proposition A.3.

### 3.2. Borel subalgebras for $\mathfrak{o s p}(2 m+1 \mid 2 n)$

To describe all Borel subalgebras of $\mathfrak{o s p}(2 m+1 \mid 2 n)$ we fix the Cartan subalgebra $\mathfrak{h}$ consisting of the diagonal matrices and let $\varepsilon_{i} \in \mathfrak{h}^{*}(i \in\{ \pm 1, \ldots, \pm(m+n)\})$ denote the projections to the diagonal entries. We also fix the standard Borel subalgebra $\mathfrak{b}_{\overline{0}}$ of the even part, which is defined by the simple roots $\varepsilon_{i}-\varepsilon_{i+1}$ for $1 \leq i \leq m-1$ as well as $\varepsilon_{m}$ and $\varepsilon_{m+j}-\varepsilon_{m+j+1}$ for $1 \leq j \leq n-1$ together with $2 \varepsilon_{m+n}$.

For a partition $\lambda \in \mathcal{P}_{m \times n}$ we can construct the odd part of a Borel subalgebra $\mathfrak{b}(\lambda)$ with even part $\mathfrak{b}_{\overline{0}}$ as follows: In the notation from (3.1) we demand that $z=0$ and $x=0$, while $x_{1}$ and $y_{1}$ can be chosen arbitrarily. Note that $y$ and $z_{1}$ are $m \times n$-matrices, and we identify these with the $m \times n$-rectangle from Lemma A.1. For $y$, the entries in the boxes corresponding to $\lambda$ must be zero while the other entries are arbitrary, and for $z_{1}$ the rule is exactly the opposite. Again by [1, Prop. 3.3.8] the $\mathfrak{b}(\lambda)$ 's are all the Borel subalgebras of $\mathfrak{o s p}(2 m+1 \mid 2 n)$ with even part $\mathfrak{b}_{\overline{0}}$.

Example 3.2. Let $m=1, n=2$ and consider the partition $\lambda=(1)$. The corresponding Borel subalgebra of $\mathfrak{o s p}(3 \mid 4)$ is given by

$$
\mathfrak{b}(\lambda)=\left(\begin{array}{ccc|cccc}
0 & 0 & * & 0 & 0 & * & * \\
* & * & 0 & 0 & * & * & * \\
0 & 0 & * & 0 & 0 & * & 0 \\
\hline * & { }^{*} & * & * & * & * & * \\
* & 0 & * & 0 & * & * & * \\
0 & 0 & 0 & 0 & 0 & * & 0 \\
0 & 0 & * & 0 & 0 & * & *
\end{array}\right)
$$

The corresponding ordered root bases and Cartan data are described in terms of shuffles in Proposition A.4.

### 3.3. Borel subalgebras for $\mathfrak{o s p}(2 m \mid 2 n)$

The case of $\mathfrak{o s p}(2 m \mid 2 n)$ is slightly more involved. Again we fix the Cartan subalgebra $\mathfrak{h}$ consisting of diagonal matrices and let $\varepsilon_{i} \in \mathfrak{h}^{*}$ denote the projection to the $i$-th diagonal entry (with the same ordered basis and index conventions as for $\mathfrak{o s p}(2 m+1 \mid 2 n)$ ). Furthermore, we fix the standard Borel $\mathfrak{b}_{\overline{0}}$ of the even part, which is given by the simple roots $\varepsilon_{i}-\varepsilon_{i+1}$ for $1 \leq i \leq m-1$ as well as $\varepsilon_{m-1}+\varepsilon_{m}$ and $\varepsilon_{m+j}-\varepsilon_{m+j+1}$ for $1 \leq j \leq n-1$ together with $2 \varepsilon_{m+n}$.

Suppose we are given a partition $\lambda \in \mathcal{P}_{m \times n}$ and $\varepsilon \in\{+,-\}$. From this we construct the odd part of a Borel subalgebra $\mathfrak{b}(\lambda, \varepsilon)$ with even part $\mathfrak{b}_{\overline{0}}$ as follows. If $\varepsilon=+$, the entries are determined by $\lambda$ by the same rules as in Section 3.2. If $\varepsilon=-$, we do the same construction as for + but afterwards we swap the $m$-th and the $(-m)$-th row of the top
right block. The $\mathfrak{b}(\lambda, \varepsilon)$ 's are all the Borel subalgebras of $\mathfrak{o s p}(2 m \mid 2 n)$ with even part $\mathfrak{b}_{\overline{0}}$ by [1, Prop. 3.3.8].

Observe that $\mathfrak{b}(\lambda,+)=\mathfrak{b}(\lambda,-)$ if and only if $\lambda_{1}=n$, since we need the $m$-th row of $y$ to be zero and the $m$-th row of $z_{1}$ to be arbitrary. In this case we also denote the resulting Borel subalgebra by $\mathfrak{b}(\lambda, \pm)$.

Example 3.3. Let $m=n=2$. From the partitions $\lambda=(1,1)$ and $\mu=(2,1)$ we obtain the following Borel subalgebras $\mathfrak{b}(\lambda,+), \mathfrak{b}(\lambda,-)$ and $\mathfrak{b}(\mu, \pm)$ of $\mathfrak{o s p}(4 \mid 4)$. Here $\mathfrak{b}(\lambda,-)$ is obtained from $\mathfrak{b}(\lambda,+)$ by swapping the rows and columns as indicated.

$$
\begin{aligned}
& \mathfrak{b}(\lambda,+) \\
& \mathfrak{b}(\lambda,-) \\
& \mathfrak{b}(\mu, \pm)
\end{aligned}
$$

We describe the corresponding ordered root bases and Cartan data in Proposition A.5, again in terms of shuffles rather than partitions. To connect this to the above description of the Borel subalgebras, observe that if a shuffle $\sigma$ corresponds to a partition $\lambda$ under the bijection from Lemma A.1, then $\sigma(m+n)=m$ if and only if $\lambda_{1}=n$.

Remark 3.4. As explained in $[1, \S 3.3]$ the extra difficulties for $\mathfrak{o s p}(2 m \mid 2 n)$ are due to the existence of an outer automorphism of $\mathfrak{o}(2 m)$ that on $\mathfrak{h}^{*}$ swaps $\varepsilon_{m}$ and $\varepsilon_{-m}=-\varepsilon_{m}$. This corresponds precisely to the swapping of rows in the construction of the Borel subalgebra $\mathfrak{b}(\lambda,-)$ from $\mathfrak{b}(\lambda,+)$.

### 3.4. Odd reflections in terms of partitions

For $\mathfrak{s l}(m \mid n), \mathfrak{o s p}(2 m+1 \mid 2 n)$ and $\mathfrak{o s p}(2 m \mid 2 n)$ we can describe odd reflections in terms of partitions as follows. Consider the $m \times n$-rectangle and number the boxes ascendingly in each row and column, starting from a 1 in the top left as in the following example.

| 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: |
| 2 | 3 | 4 | 5 |
| 3 | 4 | 5 | 6 |

Let $\lambda \in \mathcal{P}_{m \times n}$ and let $\mathfrak{b}(\lambda)$ be the Borel subalgebra of $\mathfrak{s l}(m \mid n)$ or $\mathfrak{o s p}(2 m+1 \mid 2 n)$ constructed from $\lambda$. Observe that the numbers in the boxes that can be removed from or added to $\lambda$ so that the result is still a partition $\lambda^{\prime} \in \mathcal{P}_{m \times n}$ are precisely the indices of the odd isotropic simple roots for $\mathfrak{b}(\lambda)$. In particular such a box (if it exists) is unique.

The Borel subalgebra obtained from $\mathfrak{b}(\lambda)$ by an odd reflection at the simple root $\alpha_{i}$ is $\mathfrak{b}\left(\lambda^{\prime}\right)$, with $\lambda^{\prime} \in \mathcal{P}_{m \times n}$ obtained from $\lambda$ by adding or removing a box numbered with $i$.

Unsurprisingly the description of odd reflections for $\mathfrak{o s p}(2 m \mid 2 m)$ is slightly more complicated due to the different series of Borels. In this case the odd reflection at $\alpha_{i}$ takes $\mathfrak{b}(\lambda, \varepsilon)$ to $\mathfrak{b}\left(\lambda^{\prime}, \varepsilon^{\prime}\right)$ according to the following rules (using the implicit convention $\varepsilon^{\prime}= \pm$ if $\lambda_{1}^{\prime}=n$ ):

- If $\lambda_{1}<n$ and $\varepsilon=+$, then $\varepsilon^{\prime}=+$ and $\lambda^{\prime}$ is obtained from $\lambda$ by adding or removing a box numbered $i$ (note that in this case $\alpha_{m+n}=2 \varepsilon_{m+n}$ is even).
- If $\lambda_{1}<n$ and $\varepsilon=-$, then $\varepsilon^{\prime}=-$ and $\lambda^{\prime}$ is obtained from $\lambda$ by adding or removing a box numbered $i$ for $i<m+n-1$, and by adding the box numbered $m+n-1$ for $i=m+n$ (note that $\alpha_{m+n-1}=2 \varepsilon_{m+n}$ is even).
- If $\lambda_{1}=n$, then $\varepsilon= \pm$.
- If $i<m+n-1$, then $\varepsilon^{\prime}= \pm$ and $\lambda^{\prime}$ is obtained from $\lambda$ by adding or removing a box numbered $i$.
- If $i=m+n-1$, then $\varepsilon^{\prime}=+$ and $\lambda^{\prime}$ is obtained from $\lambda$ by removing the box numbered $m+n-1$.
- If $i=m+n$, then $\varepsilon^{\prime}=-$ and $\lambda^{\prime}$ is obtained from $\lambda$ by removing the box numbered $m+n-1$.


## 4. The Weyl groupoids of $\mathfrak{s l}(m \mid n), \mathfrak{o s p}(2 m+1 \mid 2 n)$ and $\mathfrak{o s p}(2 m \mid 2 n)$

In this section we give a detailed description of the Cartan graphs and the Weyl groupoids of $\mathfrak{s l}(m \mid n), \mathfrak{o s p}(2 m+1 \mid 2 n)$ and $\mathfrak{o s p}(2 m \mid 2 n)$. We begin by describing the underlying graph of the Cartan graph and then list the Serre matrices. Finally we determine the Coxeter-type relations among the generators of the Weyl groupoids.

These Weyl groupoids also appear in [7], where they are studied from the perspective of Nichols algebras. However, our combinatorics is based on the graphical description of Borel subalgebras in terms of partitions. This directly reflects the structural theory of the Lie superalgebra, and therefore makes it very easy to pass between Weyl groupoids and Lie superalgebras. A further advantage of our description is that it is very easy to write down the Weyl groupoids in concrete examples.

### 4.1. Shape of the Cartan graph

In Sections 3.1 to 3.3 we gave a detailed description of the (finitely many) Borel subalgebras of $\mathfrak{s l}(m \mid n), \mathfrak{o s p}(2 m+1 \mid 2 n)$ and $\mathfrak{o s p}(2 m \mid 2 n)$ with fixed even part. As mentioned above, these represent all conjugacy classes of Borel subalgebras. Therefore by Remark 2.17 their Cartan graphs split into several identical subgraphs without edges between each other. Hence we only need to consider one of these subgraphs, namely the one corresponding to the Borel subalgebras described above. The number of these sub-
graphs is the order of the Weyl group, i.e. $m!n!$ for $\mathfrak{s l}(m \mid n), 2^{m+n} m!n!$ for $\mathfrak{o s p}(2 m+1 \mid 2 n)$ and $2^{m+n-1} m!n$ ! for $\mathfrak{o s p}(2 m \mid 2 n)$.

Moreover, by Remark 2.18 each of the above subgraphs again splits into several identical (up to a permutation of the edge colors) components without edges between them, corresponding to the possible reorderings of the simple roots. Observe that the ordering of the simple roots from Propositions A. 3 to A. 5 is consistent under odd reflections. Therefore we only describe the component corresponding to this ordering, and for convenience also call it the Cartan graph. Since the number of simple roots is $m+n-1$ for $\mathfrak{s l}(m \mid n)$ and $m+n$ for $\mathfrak{o s p}(2 m+1 \mid 2 n)$ and $\mathfrak{o s p}(2 m \mid 2 n)$ it follows that altogether their Cartan graphs consist of $(m+n-1)!m!n!$ (resp. $2^{m+n} m!n!(m+n)!, 2^{m+n-1} n!m!(m+n)!$ ) copies of this component. By [1, Thm. 3.1.3] any two Borel subalgebras with the same even part are connected by a sequence of odd reflections, and therefore these components are moreover connected.

In Sections 3.1 to 3.3 we used partitions to describe the Borel subalgebras, and the corresponding shuffles to describe the simple roots. Also recall from Section 3.4 that in this description odd reflections correspond to adding or removing single boxes. From these observations we obtain:

Proposition 4.1. The Cartan graphs of $\mathfrak{s l}(m \mid n)$ (resp. $\mathfrak{g l}(n \mid n)$ ), $\mathfrak{o s p}(2 m+1 \mid 2 n)$ and $\mathfrak{o s p}(2 m \mid 2 n)$ have the following underlying graphs:

1) For $\mathfrak{s l}(m \mid n)$ (resp. $\mathfrak{g l}(n \mid n)$ ) the set of vertices is the set $\mathcal{P}_{m \times n}$ of partitions fitting in an $m \times n$-rectangle. The edges are colored by $\{1, \ldots, m+n-1\}$. There are edges $\lambda \stackrel{i}{\longleftrightarrow} \lambda^{\prime}$ if $\lambda^{\prime}$ is obtained from $\lambda$ by adding a box numbered $i$ (using the numbering from Section 3.4), and loops $\lambda \stackrel{i}{\longleftrightarrow} \lambda$ if no box numbered $i$ can be added to $\lambda$.
2) For $\mathfrak{o s p}(2 m+1 \mid 2 n)$ the set of vertices is $\mathcal{P}_{m \times n}$. The edges are colored by $\{1, \ldots$, $m+n\}$. There are edges $\lambda \stackrel{i}{\longleftrightarrow} \lambda^{\prime}$ if $\lambda^{\prime}$ is obtained from $\lambda$ by adding a box numbered $i$, and loops $\lambda \stackrel{i}{\longleftrightarrow} \lambda$ if no box numbered $i$ can be added to $\lambda$. In particular there are loops of color $m+n$ at every vertex.
3) For $\mathfrak{o s p}(2 m \mid 2 n)$ the set of vertices is

$$
\left\{(\lambda, \varepsilon) \mid \lambda \in \mathcal{P}_{m \times n}, \lambda_{1}<n, \varepsilon \in\{+,-\}\right\} \cup\left\{(\lambda, \pm) \mid \lambda \in \mathcal{P}_{m \times n}, \lambda_{1}=n\right\}
$$

The edges are colored by $\{1, \ldots, m+n\}$, and the non-loop edges are as follows:

- $(\lambda, \varepsilon) \stackrel{i}{\longleftrightarrow}\left(\lambda^{\prime}, \varepsilon\right)$ for $\lambda_{1}<n$ and $\lambda^{\prime}$ obtained from $\lambda$ by adding a box numbered $i$, with $1 \leq i \leq m+n-2$.
- $(\lambda,+) \stackrel{\bar{m}+n-1}{\longleftrightarrow}\left(\lambda^{\prime}, \pm\right)$ for $\lambda_{1}=n-1$ and $\lambda^{\prime}$ obtained from $\lambda$ by adding the box numbered $m+n-1$.
- $(\lambda,-) \stackrel{m+n}{\longleftrightarrow}\left(\lambda^{\prime}, \pm\right)$ for $\lambda_{1}=n-1$ and $\lambda^{\prime}$ obtained from $\lambda$ by adding the box numbered $m+n-1$.
- $(\lambda, \pm) \stackrel{i}{\longleftrightarrow}\left(\lambda^{\prime}, \pm\right)$ for $\lambda_{1}=n$ and $\lambda^{\prime}$ obtained from $\lambda$ by adding a box numbered $i$, with $1 \leq i \leq m+n-2$.

Hence the connected components of the Cartan graph of $\mathfrak{o s p}(2 m+1 \mid 2 n)$ are almost the same as those of $\mathfrak{s l}(m \mid n)$, with the only difference being the additional loops of color $m+n$ at every vertex for $\mathfrak{o s p}(2 m+1 \mid 2 n)$. For some concrete small examples see Section 4.5

### 4.2. The Serre matrices

Proposition 4.2. The Serre matrices for $\mathfrak{s l}(m \mid n)$ (resp. $\mathfrak{g l}(n \mid n))$, $\mathfrak{o s p}(2 m+1 \mid 2 n)$ and $\mathfrak{o s p}(2 m \mid 2 n)$ have the following form:

1) For $\mathfrak{s l}(m \mid n)$ (resp. $\mathfrak{g l}(n \mid n)$ ) the Serre matrix is $A_{m+n-1}$ everywhere.
2) For $\mathfrak{o s p}(2 m+1 \mid 2 n)$ the Serre matrix is $B_{m+n}$ everywhere.
3) Let $\lambda \in \mathcal{P}_{m \times n}$ and $\varepsilon \in\{+,-\}$. Then the Serre matrix at the vertex $(\lambda, \varepsilon)$ of the Cartan graph of $\mathfrak{o s p}(2 m \mid 2 n)$ is:

- $C_{m+n}$ if $\lambda_{1}<n-1$ and $\varepsilon=+$,
- $C_{m+n}^{\prime}$ (obtained by swapping the last two rows and columns of $C_{m+n}$ ) if $\lambda_{1}<n-1$ and $\varepsilon=-$,
- $A_{m+n}$ if $\lambda_{1}=n-1$ and $\varepsilon=+$,
- $A_{m+n}^{\prime}$ (obtained by swapping the last two rows and columns of $A_{m+n}$ ) if $\lambda_{1}=n-1$ and $\varepsilon=-$,
- $D_{m+n}$ if $\lambda_{2}=n$ and $\varepsilon= \pm$,
- the generalized Cartan matrix

$$
\left(\begin{array}{cccccc}
2 & -1 & 0 & \cdots & 0 & 0 \\
-1 & 2 & \ddots & \ddots & \vdots & \vdots \\
0 & \ddots & \ddots & -1 & 0 & 0 \\
\vdots & \ddots & -1 & 2 & -1 & -1 \\
0 & \cdots & 0 & -1 & 2 & -1 \\
0 & \cdots & 0 & -1 & -1 & 2
\end{array}\right)
$$

if $\lambda_{2}<\lambda_{1}=n$ and $\varepsilon= \pm$.

Proof. In all cases the Serre matrix is obtained from the Cartan data determined in Propositions A. 3 to A. 5 according to the rules from Definition 2.7.

Remark 4.3. Let $\mathfrak{g}$ be $\mathfrak{s l}(m \mid n)$ (resp. $\mathfrak{g l}(n \mid n)$ ), $\mathfrak{o s p}(2 m+1 \mid 2 n)$ or $\mathfrak{o s p}(2 m \mid 2 n)$ and let $\mathfrak{b} \subseteq \mathfrak{g}$ be the Borel subalgebra corresponding to a vertex $x$ of the Cartan graph $\mathcal{G}_{\mathfrak{g}}$. Observe that the Serre matrix at $x$ is the generalized Cartan matrix corresponding to the Dynkin-Kac diagram for $\mathfrak{b}$ considered as a Dynkin diagram, see [1, §3.4.3] for a list.

### 4.3. The Coxeter relations

By [6, Thm. 9.4.8] the Weyl groupoid of a Cartan graph $\mathcal{G}=(I, X, r, A)$ is a Coxeter groupoid, i.e. the generators $s_{i}$ are only subject to relations of the form
$\operatorname{id}_{x}\left(s_{i} s_{j}\right)^{m(x)_{i j}} \operatorname{id}_{x}=\operatorname{id}_{x}$ for some symmetric matrices $\left(m(x)_{i j}\right)$ with $m(x)_{i i}=1$ (with $i, j \in I$ and $x \in X$, and the implicit assumption that $\left(r_{i} r_{j}\right)^{m(x)_{i j}}(x)=x$ unless $\left.m(x)_{i j}=\infty\right)$. In fact $m(x)_{i j}=\left|\Delta_{x}^{\text {real }} \cap\left(\mathbb{N}_{0} \alpha_{i}^{x}+\mathbb{N}_{0} \alpha_{j}^{x}\right)\right|$. Therefore to obtain a presentation in terms of generators and relations we only have to determine the orders of $s_{i} s_{j}$, starting from all vertices of the Cartan graph.

Proposition 4.4. For $\mathfrak{s l}(m \mid n)$ (resp. $\mathfrak{g l}(n \mid n)$ ), $\mathfrak{o s p}(2 m+1 \mid 2 n)$ and $\mathfrak{o s p}(2 m \mid 2 n)$, the $m(x)_{i j}$ are determined from the Serre matrices by the same rules as for semisimple Lie algebras. Explicitly,

$$
\begin{aligned}
A(x)_{i j} A(x)_{j i}=0 & \Longrightarrow m(x)_{i j}=2, \\
A(x)_{i j} A(x)_{j i}=1 & \Longrightarrow m(x)_{i j}=3, \\
A(x)_{i j} A(x)_{j i}=2 & \Longrightarrow m(x)_{i j}=4 .
\end{aligned}
$$

Proof. By Proposition 4.2 we know for $\mathfrak{s l}(m \mid n)$ (resp. $\mathfrak{g l}(n \mid n)$ ) and $\mathfrak{o s p}(2 m+1 \mid 2 n)$ that we have the same Serre matrices at every vertex in our Cartan graph. As the Serre matrices are the same at all vertices, the linear maps $s_{i}: \mathfrak{h}^{*} \rightarrow \mathfrak{h}^{*}$ corresponding to the generators of the Weyl groupoid are independent of the vertex. From this it follows that $\left(s_{i} s_{j}\right)^{m(x)_{i j}}=\operatorname{id}_{\mathfrak{h}^{*}}$, and that $m(x)_{i j}$ is the lowest number fulfilling this. Thus we only need to check that the induced path in the Cartan graph ends at the same vertex that we started. But this follows easily from the explicit description in terms of partitions.

For $\mathfrak{o s p}(2 m \mid 2 n)$ the situation is a bit more tedious. We need to compute the intersection of the linear span of two simple roots with the roots of $\mathfrak{o s p}(2 m \mid 2 n)$. Using the explicit description of the simple roots in Proposition A. 5 this is rather straightforward. We will only do this for the interesting cases, i.e. when $i, j \in\{n+m-2, n+m-1, n+m\}$, as the remaining cases are similar (and easier).

- For $x=(\lambda,+)$ with $\lambda_{1} \leq m-2$, the last three simple roots are $\varepsilon_{i}-\varepsilon_{m+n-1}$, $\varepsilon_{m+n-1}-\varepsilon_{m+n}, 2 \varepsilon_{m+n}$, where $i$ is either $m$ or $m+n-2$. Therefore we get the claimed $m(x)_{i j}$.
- For $x=(\lambda,+)$ with $\lambda_{1}=m-1$, the last three simple roots are $\varepsilon_{i}-\varepsilon_{m}, \varepsilon_{m}-\varepsilon_{m+n}$, $2 \varepsilon_{m+n}$ where $i$ is either $m-1$ or $m+n-1$. As $2 \varepsilon_{m}$ is not a root of $\mathfrak{o s p}(2 m \mid 2 n)$ we get type $A$ relations.
- For $x=(\lambda,-)$ we can apply the same argument as above since in this case only the last two simple roots are swapped.
- For $x=(\lambda, \pm)$ with $\lambda_{1}=m>\lambda_{2}$, the corresponding last three simple roots are given by $\varepsilon_{i}-\varepsilon_{m+n}, \varepsilon_{m+n}-\varepsilon_{m}, \varepsilon_{m+n}+\varepsilon_{m}$ where $i$ is either $m-1$ or $m+n-1$. As $2 \varepsilon_{m+n}$ is a root we directly see that $m(x)_{i j}=3$.
- Lastly suppose that $x=(\lambda, \pm)$ with $\lambda_{1}=\lambda_{2}=m$. The simple roots are then given by $\varepsilon_{i}-\varepsilon_{m-1}, \varepsilon_{m-1}-\varepsilon_{m}, \varepsilon_{m-1}+\varepsilon_{m}$ where $i$ is either $m+n$ or $m-2$. Now $2 \varepsilon_{m-1}$ is not a root of $\mathfrak{o s p}(2 m \mid 2 n)$, therefore the linear span of $\varepsilon_{m-1}-\varepsilon_{m}$ and $\varepsilon_{m-1}+\varepsilon_{m}$
consists only of 2 roots. Additionally $\varepsilon_{i} \pm \varepsilon_{m}$ are indeed roots, so we see the claimed type $D$ phenomenon.


### 4.4. Automorphisms

For $\mathfrak{s l}(m \mid n)$ (resp. $\mathfrak{g l}(n \mid n)), \mathfrak{o s p}(2 m+1 \mid 2 n)$ and $\mathfrak{o s p}(2 m \mid 2 n)$ Proposition 2.15 yields the following explicit description of the automorphism group of an object of the Weyl groupoid.

Corollary 4.5. If $\mathfrak{g}$ is $\mathfrak{s l}(m \mid n)$ (resp. $\mathfrak{g l}(n \mid n)$ ), ospp $(2 m+1 \mid 2 n)$ or $\mathfrak{o s p}(2 m \mid 2 n)$ and $x$ any vertex of the Cartan graph of $\mathfrak{g}$, then $\operatorname{Aut}_{\mathcal{W}}(x)$ is isomorphic to the Weyl group of $\mathfrak{g}_{\overline{0}}$.

Proof. We only have to show that any even root is principal, which follows easily from the explicit description in Propositions A. 3 to A.5.

### 4.5. Some small examples

We explicitly describe the Weyl groupoids of $\mathfrak{s l}(m \mid n), \mathfrak{o s p}(2 m+1 \mid 2 n)$ and $\mathfrak{o s p}(2 m \mid 2 n)$ in a few examples.

Example 4.6. The contragredient Lie superalgebra $\mathfrak{g l}(2 \mid 2)$ has three pairs of Chevalley generators, so the associated Weyl groupoid has three generators $s_{1}, s_{2}$ and $s_{3}$. By Section 3.1 we can index the Borel subalgebras (with a fixed even part) by partitions fitting into an $2 \times 2$-rectangle, and by Proposition 4.2 the Serre matrix is $\left(\begin{array}{ccc}2 & -1 & 0 \\ -1 & 2 & -1 \\ 0 & -1 & 2\end{array}\right)$ everywhere. From the description of odd reflections in Section 3.4 it follows that the generators of $\mathcal{W}$ can be drawn in a diagram


By Proposition 4.4 the only relations are the familiar braid relations $s_{1} s_{2} s_{1}=s_{2} s_{1} s_{2}$, $s_{2} s_{3} s_{2}=s_{3} s_{2} s_{3}$ and $s_{1} s_{3}=s_{3} s_{1}$ (for all vertices of the Cartan graph).

Example 4.7. For the Lie superalgebra $\mathfrak{o s p}(5 \mid 4)$, the underlying graph looks as in Example 4.6 but its Cartan subalgebra is 4 -dimensional instead of 3 -dimensional. So every vertex gets an additional loop with index 4.


In this case the Serre matrix is $B_{4}=\left(\begin{array}{cccc}2 & -1 & 0 & 0 \\ -1 & 2 & -1 & 0 \\ 0 & -1 & 2 & -2 \\ 0 & 0 & -1 & 2\end{array}\right)$ everywhere. The generators are subject to the usual "type $B$ braid relations", which are the relations from Example 4.6 as well as $s_{3} s_{4} s_{3} s_{4}=s_{4} s_{3} s_{4} s_{3}$ and $s_{i} s_{4}=s_{4} s_{i}$ for $i \in\{1,2\}$.

Example 4.6 and Example 4.7 had in common that the Serre matrices were all the same at every vertex. This is however not true for $\mathfrak{o s p}(2 m \mid 2 n)$ :

Example 4.8. The Cartan graph of $\mathfrak{o s p}(4 \mid 4)$ is


The Serre matrix in the top left corner is of type $C_{4}=\left(\begin{array}{cccc}2 & -1 & 0 & 0 \\ -1 & 2 & -1 & 0 \\ 0 & -1 & 2 & -1 \\ 0 & 0 & -2 & 2\end{array}\right)$. The other two Serre matrices in the first row are of type $A_{4}=\left(\begin{array}{cccc}2 & -1 & 0 & 0 \\ -1 & 2 & -1 & 0 \\ 0 & -1 & 2 & -1 \\ 0 & 0 & -1 & 2\end{array}\right)$. The bottom row has the same Serre matrices as the first row except we swap the third and fourth row and column, i.e. we have $\left(\begin{array}{cccc}2 & -1 & 0 & 0 \\ -1 & 2 & 0 & -1 \\ 0 & 0 & 2 & -2 \\ 0 & -1 & -1 & 2\end{array}\right)$ in the bottom left corner and $\left(\begin{array}{cccc}2 & -1 & 0 & 0 \\ -1 & 2 & 0 & -1 \\ 0 & 0 & 2 & -1 \\ 0 & -1 & -1 & 2\end{array}\right)$ for the other two. At $(\square, \pm)$ we have $D_{4}=\left(\begin{array}{cccc}2 & -1 & 0 & 0 \\ -1 & 2 & -1 & -1 \\ 0 & -1 & 2 & 0 \\ 0 & -1 & 0 & 2\end{array}\right)$. The remaining two Serre matrices are given by $\left(\begin{array}{cccc}2 & -1 & 0 & 0 \\ -1 & 2 & -1 & -1 \\ 0 & -1 & 2 & -1 \\ 0 & -1 & -1 & 2\end{array}\right)$, in particular these are not of Dynkin type.

The generators of $\mathcal{W}$ are subject to the braid relations (including relations of type $C=B)$ specified by the Serre matrices.

## Data availability

No data was used for the research described in the article.

## Appendix A. Computation of Cartan data

In this appendix we explicitly describe the simple roots and Cartan data for the Borel subalgebras of $\mathfrak{s l}(m \mid n), \mathfrak{o s p}(2 m+1 \mid 2 n)$ and $\mathfrak{o s p}(2 m \mid 2 n)$. For this it is more convenient to work with permutations instead of partitions, so we first need to set up a bit of combinatorics to pass between the two notions.

## A.1. Combinatorics: shuffles and partitions

Let $\mathcal{P}_{m \times n}$ be the set of partitions whose Young diagram fits into an $m \times n$-rectangle. We use the slightly unusual convention that the longest row is at the bottom, so for instance the diagram $\qquad$ represents the partition $\lambda=(4,2,1)$.
Recall that a permutation $\sigma \in S_{m+n}$ is an ( $m, n$ )-shuffle if $\sigma^{-1}(i)<\sigma^{-1}(j)$ for all pairs $i<j$ with either $i, j \leq m$ or $i, j>m$. We write $\operatorname{Shff}(m, n)$ for the set of $(m, n)$ shuffles. Equivalently, $\operatorname{Shff}(m, n)$ can be defined as a set of shortest coset representatives for the parabolic quotient $\left(S_{m} \times S_{n}\right) \backslash S_{m+n}$. Note that if $\sigma$ is an $(m, n)$-shuffle, then either $\sigma(m+n)=m$ or $\sigma(m+n)=m+n$.

We will identify shuffles with partitions as follows:

Lemma A.1. There is a bijection between $\operatorname{Shff}(m, n)$ and the set of Young diagrams (partitions) fitting into an $m \times n$-rectangle, as follows: for an $(m, n)$-shuffle $\sigma$ we draw a
path in the $m \times n$-rectangle, where in the $i$-th step we go down if $\sigma(i) \leq m$ and right if $\sigma(i)>m$. Then the partition $\lambda$ consists of the boxes below the path.

This bijection is best explained in an example.
Example A.2. Let $m=3, n=4$ and $\sigma=\left(\begin{array}{llllll}1 & 2 & 3 & 4 & 5 & 6 \\ 4 & 1 & 5 & 2 & 6 & 7 \\ \hline\end{array}\right) \in \operatorname{Shff}(3,4)$. According to Lemma A. $1 \sigma$ encodes the boundary path $r d r d r r d$ (where $r$ means "right" and $d$ "down"):


The permutation corresponding to $\sigma$ is $\lambda=(4,2,1)$.

## A.2. Cartan data for $\mathfrak{s l}(m \mid n)$

Proposition A.3. Let $\sigma \in \operatorname{Shff}(m, n)$. The simple roots corresponding to the Borel subalgebra $\mathfrak{b}(\sigma)$ of $\mathfrak{s l}(m \mid n)$ are

$$
\Pi(\sigma)=\left\{\alpha_{i}=\varepsilon_{\sigma(i)}-\varepsilon_{\sigma(i+1)} \mid 1 \leq i \leq m+n-1\right\}
$$

For the corresponding Cartan datum $(B, \tau)$ we have $\tau_{i}=\overline{0}$ if either $\sigma(i), \sigma(i+1) \leq m$ or $\sigma(i), \sigma(i+1)>m$, and $\tau_{i}=\overline{1}$ otherwise. The $i$-th row of the matrix $B$ is given by

$$
\left(b_{i, 1}, \ldots, b_{i, m+n-1}\right)= \begin{cases}(0, \ldots, 0,-1,2,-1,0, \ldots, 0) & \text { if }\left|e_{i}\right|=\overline{0} \\ (0, \ldots, 0,-1,0,1,0, \ldots, 0) & \text { if }\left|e_{i}\right|=\overline{1}\end{cases}
$$

where the entry 2 (resp. the "middle" 0 ) is in the $i$-th spot.
Proof. The simple roots are listed in [1, Lem. 3.4.3]. Since the elementary matrix $E_{r s}$ is of weight $\varepsilon_{r}-\varepsilon_{s}$ we can take

$$
e_{i}=E_{\sigma(i), \sigma(i+1)}, \quad f_{i}=E_{\sigma(i+1), \sigma(i)}
$$

as Chevalley generators. Clearly $e_{i}$ (and $f_{i}$ ) is even if and only if $\sigma(i)$ and $\sigma(i+1)$ are either both $\leq m$ or both $\geq m+1$. Therefore $h_{i}=\left[e_{i}, f_{i}\right]=E_{\sigma(i), \sigma(i)}-(-1)^{\left|e_{i}\right|} E_{\sigma(i+1), \sigma(i+1)}$, and thus

$$
\alpha_{j}\left(h_{i}\right)= \begin{cases}0 & \text { if } j \neq i, i \pm 1 \\ 2 & \text { if } j=i,\left|e_{i}\right|=\overline{0} \\ 0 & \text { if } j=i,\left|e_{i}\right|=\overline{1} \\ -1 & \text { if } j=i-1 \\ -(-1)^{\tau_{i}} & \text { if } j=i+1\end{cases}
$$

This shows that the matrix $B$ has the claimed form.

## A.3. Cartan data for $\mathfrak{o s p}(2 m+1 \mid 2 n)$

Proposition A.4. Let $\sigma \in \operatorname{Shff}(m, n)$. The simple roots for the Borel subalgebra $\mathfrak{b}(\sigma)$ of $\mathfrak{o s p}(2 m+1 \mid 2 n)$ are

$$
\Pi(\sigma)=\left\{\alpha_{i}=\varepsilon_{\sigma(i)}-\varepsilon_{\sigma(i+1)} \mid 1 \leq i \leq m+n-1\right\} \cup\left\{\alpha_{m+n}=\varepsilon_{\sigma(m+n)}\right\}
$$

The corresponding Cartan datum $(B, \tau)$ can be described as follows. For $1 \leq i \leq m+n-1$ we have $\tau_{i}=\overline{0}$ if either $\sigma(i), \sigma(i+1) \leq m$ or $\sigma(i), \sigma(i+1)>m$, and $\tau_{m+n}=\overline{0}$ if $\sigma(m+n) \leq m$ and $\tau_{m+n}=\overline{1}$ if $\sigma(m+n)>m$. The $i$-th row of the matrix $B$ is given by

$$
\left(b_{i, 1}, \ldots, b_{i, m+n-1}\right)= \begin{cases}(0, \ldots, 0,-1,2,-1,0, \ldots, 0) & \text { if } i<m+n,\left|e_{i}\right|=\overline{0} \\ (0, \ldots, 0,-1,0,1,0, \ldots, 0) & \text { if } i<m+n,\left|e_{i}\right|=\overline{1} \\ (0, \ldots, 0,-1,1) & \text { if } i=m+n\end{cases}
$$

where the entry 2 (resp. the "middle" 0) is in the $i$-th spot.
Proof. The simple roots are listed in [1, Lem. 3.4.3]. From the explicit description of the root spaces (see e.g. [1, Exercise 2.7.4]) it follows that one possible choice for the Chevalley generators (for $1 \leq i \leq m+n-1$ ) is

$$
\begin{aligned}
e_{i} & = \begin{cases}E_{\sigma(i), \sigma(i+1)}+E_{-\sigma(i+1),-\sigma(i)} & \text { if } \sigma(i) \leq m, \sigma(i+1)>m, \\
E_{\sigma(i), \sigma(i+1)}-E_{-\sigma(i+1),-\sigma(i)} & \text { otherwise, }\end{cases} \\
e_{m+n} & =E_{\sigma(m+n), 0}-E_{0,-\sigma(m+n)} \\
f_{i} & = \begin{cases}E_{\sigma(i+1), \sigma(i)}+E_{-\sigma(i),-\sigma(i+1)} & \text { if } \sigma(i)>m, \sigma(i+1) \leq m, \\
E_{\sigma(i+1), \sigma(i)}-E_{-\sigma(i),-\sigma(i+1)} & \text { otherwise, }\end{cases} \\
f_{m+n} & = \begin{cases}E_{0, m}-E_{-m, 0} & \text { if } \sigma(m+n)=m, \\
E_{0, m+n}+E_{-(m+n), 0} & \text { if } \sigma(m+n)=m+n .\end{cases}
\end{aligned}
$$

Hence $e_{i}$ (and thus $f_{i}$ ) is even if and only if $\sigma(i)$ and $\sigma(i+1)$ are either both $\leq m$ or both $\geq m+1$. From this it follows that

$$
h_{i}=\left[e_{i}, f_{i}\right]=E_{\sigma(i), \sigma(i)}-E_{-\sigma(i),-\sigma(i)}-(-1)^{\left|e_{i}\right|}\left(E_{\sigma(i+1), \sigma(i+1)}-E_{-\sigma(i+1),-\sigma(i+1)}\right)
$$

for $1 \leq i \leq m+n-1$, and (independent of the value of $\sigma(m+n)$ )

$$
h_{m+n}=E_{\sigma(m+n), \sigma(m+n)}-E_{-\sigma(m+n),-\sigma(m+n)} .
$$

Therefore the entries of the matrix $B$ are

$$
b_{i j}=\alpha_{j}\left(h_{i}\right)= \begin{cases}0 & \text { if } j \neq i, i \pm 1 \\ 2 & \text { if } j=i<m+n, \tau_{i}=\overline{0} \\ 0 & \text { if } j=i<m+n, \tau_{i}=\overline{1} \\ 1 & \text { if } j=i=m+n \\ -1 & \text { if } j=i-1, \\ -(-1)^{\tau_{i}} & \text { if } j=i+1,\end{cases}
$$

and thus $B$ has the claimed form.

## A.4. Cartan data for $\mathfrak{o s p}(2 m \mid 2 n)$

Proposition A.5. Let $\sigma \in \operatorname{Shff}(m, n)$ and $\varepsilon \in\{+,-\}$. The simple roots and the Cartan data $(B, \tau)$ for the Borel subalgebras $\mathfrak{b}(\sigma, \varepsilon)$ of $\mathfrak{o s p}(2 m \mid 2 n)$ can be described as follows:

1) For $\sigma(m+n)=m+n$ and $\mathfrak{b}(\sigma,+)$ the simple roots are

$$
\Pi(\sigma,+)=\left\{\alpha_{i}=\varepsilon_{\sigma(i)-\sigma(i+1)} \mid 1 \leq i \leq m+n-1\right\} \cup\left\{\alpha_{m+n}=2 \varepsilon_{m+n}\right\}
$$

The Chevalley generators $e_{i}$ and $f_{i}$ for $1 \leq i \leq m+n-1$ are even if and only if either $\sigma(i), \sigma(i+1) \leq m$ or $\sigma(i), \sigma(i+1)>m$, while $e_{m+n}$ and $f_{m+n}$ are even. The $i$-th row of $B$ is

$$
\left(b_{i, 1}, \ldots, b_{i, m+n}\right)= \begin{cases}(0, \ldots, 0,-1,2,-1,0, \ldots, 0) & \text { if } i \neq m+n-1,\left|e_{i}\right|=\overline{0} \\ (0, \ldots, 0,-1,0,1,0, \ldots, 0) & \text { if } i \neq m+n-1,\left|e_{i}\right|=\overline{1} \\ (0, \ldots, 0,-1,2,-2) & \text { if } i=m+n-1,\left|e_{i}\right|=\overline{0} \\ (0, \ldots, 0,-1,0,2) & \text { if } i=m+n-1,\left|e_{i}\right|=\overline{1}\end{cases}
$$

again with the entry 2 (resp. the "middle" 0) in the $i$-th spot.
2) For $\sigma(m+n)=m+n$ and $\mathfrak{b}(\sigma,-)$ the simple roots $\Pi(\sigma,-)$ are obtained from $\Pi(\sigma,+)$ by replacing every $\varepsilon_{m}$ by $\varepsilon_{-m}=-\varepsilon_{m}$, and swapping the $m+n-1$-th and the $m+n$-th simple root. The Cartan datum is as above except that the last two rows and columns of the matrix $B$ are swapped.
3) For $\sigma(m+n)=m$ and $\mathfrak{b}(\sigma, \pm)$ the simple roots are
$\Pi(\sigma, \pm)=\left\{\alpha_{i}=\varepsilon_{\sigma(i)-\sigma(i+1)} \mid 1 \leq i \leq m+n-1\right\}$

$$
\cup\left\{\alpha_{m+n}=\varepsilon_{\sigma(m+n-1)}+\varepsilon_{\sigma(m+n)}\right\}
$$

The Chevalley generators $e_{i}$ and $f_{i}$ for $1 \leq i \leq m+n-1$ are even if and only if either $\sigma(i), \sigma(i+1) \leq m$ or $\sigma(i), \sigma(i+1)>m$, while $e_{m+n}$ and $f_{m+n}$ have the
same parity as $e_{m+n-1}$. The $i$-th row $\left(b_{i, 1}, \ldots, b_{i, m+n}\right)$ of the matrix $B$ is given by the following table:

$$
\begin{array}{c|c|c} 
& \tau_{i}=\overline{0} & \tau_{i}=\overline{1} \\
\hline i<m+n-2 & (0, \ldots, 0,-1,2,-1,0, \ldots, 0) & (0, \ldots, 0,-1,0,1,0, \ldots, 0) \\
i=m+n-2 & (0, \ldots, 0,-1,2,-1,-1) & (0, \ldots, 0,-1,0,1,1) \\
i=m+n-1 & (0, \ldots, 0,-1,2,0) & (0, \ldots, 0,-1,0,2) \\
i=m+n & (0, \ldots, 0,-1,0,2) & (0, \ldots, 0,-1,2,0)
\end{array}
$$

Proof. The simple roots are listed in [1, Lem. 3.4.3]. A choice for the Chevalley generators $e_{i}, f_{i}$ and $h_{i}=\left[e_{i}, f_{i}\right]$ associated with the simple roots is:

- for $\alpha_{i}=\varepsilon_{\sigma(i)}-\varepsilon_{\sigma(i+1)}$,

$$
\begin{aligned}
& e_{i}= \begin{cases}E_{\sigma(i), \sigma(i+1)}+E_{-\sigma(i+1),-\sigma(i)} & \text { if } \sigma(i) \leq m, \sigma(i+1)>m, \\
E_{\sigma(i), \sigma(i+1)}-E_{-\sigma(i+1),-\sigma(i)} & \text { otherwise },\end{cases} \\
& f_{i}= \begin{cases}E_{\sigma(i+1), \sigma(i)}+E_{-\sigma(i),-\sigma(i+1)} & \text { if } \sigma(i)>m, \sigma(i+1) \leq m, \\
E_{\sigma(i+1), \sigma(i)}-E_{-\sigma(i),-\sigma(i+1)} & \text { otherwise },\end{cases} \\
& h_{i}=E_{\sigma(i), \sigma(i)}-E_{-\sigma(i),-\sigma(i)}-(-1)^{\left|e_{i}\right|}\left(E_{\sigma(i+1), \sigma(i+1)}-E_{-\sigma(i+1),-\sigma(i+1)}\right) .
\end{aligned}
$$

- for $\alpha_{i}=\varepsilon_{\sigma(i)}+\varepsilon_{m}$,

$$
\begin{aligned}
& e_{i}=E_{\sigma(i),-m}-E_{m,-\sigma(i)}, \\
& f_{i}= \begin{cases}E_{-m, \sigma(i)}-E_{-\sigma(i), m} & \text { if } \sigma(i) \leq m, \\
E_{-m, \sigma(i)}+E_{-\sigma(i), m} & \text { if } \sigma(i)>m,\end{cases} \\
& h_{i}=E_{\sigma(i), \sigma(i)}-E_{-\sigma(i),-\sigma(i)}+(-1)^{\left|e_{i}\right|}\left(E_{m, m}-E_{-m,-m}\right) .
\end{aligned}
$$

- for $\alpha_{i}=-\varepsilon_{m}-\varepsilon_{\sigma(i+1)}$,

$$
\begin{aligned}
& e_{i}= \begin{cases}E_{-m, \sigma(i+1)}-E_{-\sigma(i+1), m} & \text { if } \sigma(i+1) \leq m \\
E_{-m, \sigma(i+1)}+E_{-\sigma(i+1), m} & \text { if } \sigma(i+1)>m\end{cases} \\
& f_{i}=E_{\sigma(i+1),-m}-E_{m,-\sigma(i+1)}, \\
& h_{i}=E_{-m,-m}-E_{m, m}-(-1)^{\left|e_{i}\right|}\left(E_{\sigma(i+1), \sigma(i+1)}-E_{-\sigma(i+1),-\sigma(i+1)}\right)
\end{aligned}
$$

- for $\alpha_{i}=2 \varepsilon_{m+n}$,

$$
\begin{aligned}
e_{i} & =E_{m+n,-(m+n)}, & f_{i}=E_{-(m+n), m+n}, \\
h_{i}=\left[e_{i}, f_{i}\right] & =E_{m+n, m+n}-E_{-(m+n),-(m+n)} . &
\end{aligned}
$$

Now we plug the $h_{i}$ into the $\alpha_{j}$. For this we have to consider each of the three classes of Borel subalgebras separately.

Case I: $\sigma(m+n)=m+n,+$. Then

$$
\alpha_{j}\left(h_{i}\right)= \begin{cases}0 & \text { if } j \neq i, i \pm 1 \\ 2 & \text { if } j=i, \tau_{i}=\overline{0} \\ 0 & \text { if } j=i, \tau_{i}=\overline{1} \\ -1 & \text { if } j=i-1, \\ -(-1)^{\tau_{i}} & \text { if } j=i+1<m+n \\ -2(-1)^{\tau_{i}} & \text { if } j=i+1=m+n\end{cases}
$$

and it follows that the matrix $B$ has the claimed form.
Case II: $\sigma(m+n)=m+n,-$. In this case let $i_{0}=\sigma^{-1}(m)$. The simple roots are as in the previous case except that $\varepsilon_{\sigma\left(i_{0}-1\right)}-\varepsilon_{m}$ and $\varepsilon_{m}-\varepsilon_{\sigma\left(i_{0}+1\right)}$ are replaced by $\varepsilon_{\sigma\left(i_{0}-1\right)}+\varepsilon_{m}$ and $-\varepsilon_{m}-\varepsilon_{\sigma\left(i_{0}+1\right)}$, respectively, and the numbering is changed. The values $\alpha_{j}\left(h_{i}\right)$ are as in the previous case except we have to check the cases involving $i_{0}$ separately. Nevertheless it follows that the matrix $B$ is as in Case I except we have to swap the last two rows and columns to account for the renumbering of the simple roots.
Case III: $\sigma(m+n)=m$. Similarly to the previous cases we obtain

$$
\alpha_{j}\left(h_{i}\right)= \begin{cases}0 & \text { if } j \neq i, i \pm 1, i \pm 2 \\ 2 & \text { if } j=i, \tau_{i}=\overline{0} \\ 0 & \text { if } j=i, \tau_{i}=\overline{1} \\ -1 & \text { if } j=i-1, i<m+n \\ 1-(-1)^{\tau_{i}} & \text { if } j=i-1, i=m+n, \\ 0 & \text { if } j=i-2, i<m+n, \\ -1 & \text { if } j=i-2, i=m+n, \\ -(-1)^{\tau_{i}} & \text { if } j=i+1<m+n \\ 1+(-1)^{\tau_{i}} & \text { if } j=i+1=m+n \\ 0 & \text { if } j=i+2<m+n \\ -(-1)^{\tau_{i}} & \text { if } j=i+2=m+n\end{cases}
$$

as claimed.
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